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of potential situations before they develop and 
allow appropriate action to be taken:

I choose ten minutes [vector length] 
because then I can see if it has half of the 
string, I could say, “Okay, you have five 
minutes till you go aground.” You have 
still time to do something. Because when 
you have contact with the ship and for 
example it’s heading for shallow waters, 
it’s better to give them a time, time limit, 
to say “You have five minutes” because  
. . . instead of saying, “Please turn to east 
or west due to shallow waters.” They will 
say “Oh, yes, yes. I have plenty of time.” 
If you give them a time, they will do 
something now.

Associated functions are “use foresight,” 
“monitor traffic situation,” “monitor radio com-
munication,” “monitor weather conditions,” 
“monitor vessel motion,” and “monitor vessel 
instruments” (pilot function; Figure 8).

Communication and Trust.  The main form of 
direct communication between vessels and shore 

when underway is VHF radio; two separate sys-
tems with this short-range, line-of-sight radio are 
compulsory onboard all vessels. Good communi-
cation is seen as vital by all: “It’s the most impor-
tant thing we do, talking. If we have difficulty 
talking to each other, everything becomes much 
more difficult.” “It’s 90% of  
my work, communication, or 95%.” “As a VTS 
operator, communication is everything, it’s  
all about the communication, and failure to com-
municate. But most of the time there’s  
no problem with it.” This can be illustrated  
with communication functions (Figure 9): “com-
municate vessel-VTS,” “communicate VTS 
vessel(s),” “communicate vessel-other vessels,” 
“give navigational instructions pilot-vessel” (pilot 
function), and “communicate vessel-tugs/fishing 
vessels” (pilot function). All the factors or func-
tions previously described provide inputs to the 
communication functions; that is, their outputs are 
distributed between the actors by communication.

Mutual trust between vessels, pilot, and VTS 
is also essential. Communication, via VHF or in 
person, aids in judging whether the other can be 
trusted (see also Bruno & Lützhöft, 2009). Trust 
was therefore defined not as a function but as an 

Figure 8. Functions relating to foresight.
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output, or emerging property, of communication 
functions. VTS operators describe their “gut 
feeling” on whether they trust a vessel based on 
the first radio contact:

I feel straight away whether I can trust 
them or not, and it’s right spookily 
often. The first call they do, you know 
if they will be a rogue vessel or not. It’s 
. . . it’s so true. Like yesterday, I had 
a vessel . . . “Oh that one, I will have 
a problem with that one later.” And so 
it happened, wrong side of the fairway 
it was. . . . I was certain about it so I 
informed my colleagues here “there will 
be trouble with that one.”

Likewise, a pilot describes how

from the moment I step onboard the ves-
sel, on the deck, not even on the bridge, 

you can sense the mood of the crew. The 
character of the captain is reflected in the 
crew. If he is nervous or uncertain, they 
will also be nervous and uncertain.

Part of the pilot’s role is to instill confidence in 
the crew: “I have ‘status’ as soon as I step 
onboard, they see me as the local navigation 
expert.” This role-based trust in the “local 
expert” is also held by VTS operators, who 
believe that vessels usually follow their advice 
because of it. Trust is, however, not guaranteed 
(see also Bruno & Lützhöft, 2009; Transporta-
tion Safety Board of Canada, 1995). Pilots 
describe a “spectrum” or “scale” of trust, from 
being left alone in charge of the vessel, to having 
one’s every movement closely monitored. 
Therefore, “an important part is making sure the 
captain feels calm,” so immediately building a 
relationship with the crew is vital, primarily 
through small talk: “Laughter is always good.” 

Figure 9. Communication functions, general (left) and pilot (right). VTS = vessel traffic services.
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Familiarity (as in Bruno & Lützhöft, 2009; van 
Westrenen & Praetorius, 2012) also plays a part; 
VTS operators tend to trust vessels with a pilot 
onboard more than those without: “A vessel 
with a pilot or without, it shouldn’t make a dif-
ference to me. I should just do my job, without 
any judgments. But from experience and in 
practice, it’s not always so.”

Performing Navigational Assistance: 
Integration and Communication

This summary of factors or functions may 
falsely give the impression that navigational 
assistance is a simple linear process. Although 
it undoubtedly takes place on a time axis, the 
process is one of continuous updating, reassess-
ing, cross-referencing, communicating, and so 
on, in a very dynamic manner. Knowledge about 
vessels and traffic, the environment, and human 
and organizational aspects of the ship-shore 
system, though built up on three time scales—
long-term local knowledge, short-term prepara-
tion, and foresight about the present and near 
future—is continuously distributed throughout 
the ship-shore system and brought to bear on the 
situation at hand (Figure 10; see also Mikkers 
et al., 2012; Praetorius & Hollnagel, 2014; van 
Westrenen & Praetorius, 2012). The actions of 
integrating information from this multitude of 
sources and successfully communicating this to 
other actors are what constitute successful navi-
gational assistance. Thus, it closely resembles 
the act of navigation (as described by Hutchins, 

1995a) but with modern technology and the 
extra layer of assistance from pilot and/or VTS 
intended to enhance safety.

To understand how this is achieved in prac-
tice—that is, how work is actually performed 
and how it contributes toward maritime safety—
concrete examples may be more helpful. In the 
language of the empirical model, this involves 
describing how pilots and VTS operators use 
local knowledge, preparation, and foresight to 
integrate and communicate information about 
vessels, traffic, and the physical environment to 
provide timely assistance to vessels. In the lan-
guage of FRAM, one should identify variability 
in the functions (Step 2) to understand how it 
may aggregate or propagate throughout the sys-
tem (Step 3) and how it may be managed or con-
trolled (Step 4). To illustrate, I will investigate 
how a phenomenon identified as problematic by 
all—namely, how work is affected by the pres-
ence of fog, which reduces visibility—by creat-
ing a FRAM instantiation around the function 
“monitor weather conditions” (Table 3). Inci-
dentally, VTS originated as a shore-based radar 
service run by pilots to enable vessels to enter 
and leave harbor in low visibility, thereby 
increasing safety and efficiency (IALA, 2016).

In all areas in the studies, narrow channels and 
shallow waters—combined with strong currents, 
variations in water depth due to tide or water 
level, and periods of low visibility—mean that 
vessels, particularly deep draught vessels, may 
be restricted in their ability to navigate safely. 

Figure 10. Navigational assistance on a time axis.
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Although actual collisions or groundings were 
not seen as common, “heading towards shallow 
water” was a regular occurrence in several areas. 
In one area, VTS operators reported that “last 
year we had about 20–25 vessels heading for 
shallow water, and it’s a potential grounding.”

Fog is “water droplets suspended in the air at 
the Earth’s surface. Fog is often hazardous when 
the visibility is reduced to 1/4 mile or less.” Visi-
bility is defined as “the distance at which a given 
standard object can be seen and identified with the 
unaided eye” (NOAA, 2016). Fog is a regular 
occurrence in many areas, but planning for low 
visibility is difficult, since it is difficult to forecast 
and dependent on “almost random varying param-
eters, so they are inherently difficult to forecast at 
the right time and the right place.” Pilots and VTS 
operators agreed that visibility is best estimated 
onboard vessels and from the VTS center with the 
naked eye. However, the effects of fog may be 
very local and may change rapidly. Aids such as 
visibility sensors and cameras may also be used 

but were often seen to be lacking at strategic 
points; vessels and VTS often rely on each other 
for visibility estimates.

For example, in one area, the whole area is 
visible from the VTS on a “good” day, but often 
“we can have very good weather here, but [3 
miles away] it’s completely closed”; “that is a 
little bit tricky because we don’t have any cam-
eras to see the fog and so we have people on this 
lighthouse. So sometimes we call them and ask 
how the visibility is.” In another area, there are 
sight restrictions for entering and leaving the ter-
minals for large vessels; in loaded condition, 
they must have over 2 nautical miles visibility 
and 1 nautical mile in unloaded condition. How-
ever, visibility may vary greatly between enter-
ing the area and reaching the terminal. Ulti-
mately, the judgment of visibility is up to the 
pilot, who will often call the VTS to ask for an 
estimate of visibility from a camera located in 
the harbor. In areas where pilots are usually 
transported to their vessel by helicopter, in low 

Table 3: Function: “Monitor Weather Conditions”

Function Monitor weather conditions

Description Pilot/VTS operator monitors observations and measurements of wind, waves, 
current, water depth, visibility, etc., to determine their effect on vessel and 
traffic movements.

Pilot/VTS operator also compares observations with forecasts to make updated 
assessment of reliability of forecasts.

Aspect  
Input Observations and measurements from visual estimates, buoys, cameras, etc.

Relayed information from vessels, lighthouses, VTS, etc.
Weather forecasts

Output Assessment of current weather conditions
Updated interpretation of forecasts

Precondition Communication with sources of information (buoys, vessels, VTS, etc.)
Sources working properly

Resource Local knowledge (local weather patterns, experience)
Preparation (weather forecasts)

Control Local knowledge (local weather patterns, experience)
Preparation (weather forecasts)
Multiple inputs may be control on each other’s reliability

Time Ongoing

Note. FRAM = Functional Resonance Analysis Method; VTS = vessel traffic services.
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visibility they must rely on transfer by tender 
(small motor boat). This causes delays and has a 
knock-on effect on other vessels: “It is far away, 
so we don’t like to use the tenders, because the 
tenders take a long time. We don’t have them for 
other jobs.”

On the vessels (with or without a pilot), 
keeping a safe distance from other vessels and 
shallow water becomes more difficult, since 
they lose the visual references that they would 
normally use to navigate. Reliance on radar 
and electronic navigation aids tends to 
increase. However, reduced visibility due to 
heavy rainfall can produce clutter on the radar, 
making objects difficult to discern, in turn 
increasing reliance on AIS targets on elec-
tronic chart displays. A pilot described how 
perspective changes depending on the source 
of information:

Everything looks much closer together on 
the screen. Distances observed visually 
appear greater, they appear smaller on the 
screen than visual, and they look smaller 
on the ECDIS [electronic chart display] 
than the ARPA [radar]. Radar is best to see 
the relative movement of vessels.

As a result, vessels navigating in fog tend to 
slow down and increase separation from one 
another, also increasing communication with 
one another and the VTS. The volume of radio 
traffic inevitably increases and, consequently, 
the workload of VTS operators: vessels “want 
much more information, much more informa-
tion. . . . You notice that people, that the vessels, 
are more nervous too. You can say they are on 
their toes. Then there’s much more talk.” Pilots 
also reported that this situation requires much 
closer cooperation between vessels and VTS 
than usual. This may be illustrated with the fol-
lowing FRAM instantiation.

Figure 11 shows how the performance of the 
function “monitor weather conditions” is affected 
by exogenous variability (i.e., due to changes in 
the physical environment), potentially, though not 
necessarily, leading to unwanted outcomes. How 
“monitor weather conditions” is performed (i.e., 
how visibility is known or estimated) also varies 

depending on situation and the available means. 
Local knowledge (“know local geography,” 
“know local traffic patterns,” “know local weather 
patterns,” etc.) provides a control or guide regard-
ing how similar situations are usually handled 
and, thus, a resource for managing the present 
situation. Likewise, multiple sources of informa-
tion—visual estimates, sensors, cameras, fore-
casts, and so on, obtained from performing the 
functions “check weather forecasts,” “monitor 
vessel instruments,” “monitor weather condi-
tions”—may each provide a check on the reliabil-
ity of other sources. Such information may then 
be shared between ship and shore—the functions 
“communicate vessel-VTS,” “communicate 
VTS-vessel(s),” “communicate vessel-other ves-
sels,” and “monitor radio communication.”

One may also say that variability resonates or 
spreads to the “monitor vessel motion,” “moni-
tor traffic situation,” and “communication” 
functions between vessels and VTS. It affects 
how vessel and traffic movements are monitored 
due to alternative (i.e., nonvisual) sources of 
information, thus affecting the behavior of ves-
sels (e.g., reduced speed and increased separa-
tion) and the volume of communication between 
vessels and shore. Adaptations in how functions 
are performed are the result of upstream-down-
stream variability but also the means by which 
variability is managed. This also indicates in 
which circumstances it may not be possible to 
manage variability—that is, when the workload 
becomes too great or communication is not 
functioning.

Discussion
Making Groundwork Visible

As may be seen from the time and space 
dedicated here to describing the empirical stud-
ies, FRAM relies heavily on expert knowledge 
and extensive, time-consuming groundwork (see 
also Cabrera Aguilera et al., 2016; Praetorius  
et al., 2015). One may claim that this understand-
ing of the work performed by pilots and VTS 
operators came less from the FRAM method 
itself than the studies that preceded it. I contend 
that one should explicitly recognize the value of 
such groundwork in its own right—as implicit in, 
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for example, Praetorius et al. (2015) and Cabrera 
Aguilera et al. (2016)—not simply as input to a 
systems analysis or model such as FRAM.

Work studies in safety-critical domains (e.g., 
Haavik, 2014; Hutchins, 1995a, 1995b; Suchman, 
1993) have shown how descriptive narration of 
empirical studies may make individual work prac-
tices visible, but they also highlight general fea-
tures of sociotechnical work that may be trans-
ferred to other contexts. Checkland (2000), Le 
Coze (2013a, 2013b), Hepsø (2014), and Haavik 
et al. (2016) maintain that this type of approach 
may in fact benefit systems engineering methods, 
since any model of a work system will necessarily 
be a simplification of the real thing and risk 
becoming a portrayal of “work as imagined” 
(Hollnagel, 2012). To avoid this, a thorough 
understanding of the work carried out by practitio-
ners is a precondition for modeling “work as 
done”; consequently, a model built on extensive 
empirical groundwork may have greater credibil-
ity. This applies not only to FRAM but conceiv-
ably to any systemic representation of work.

Czarniawska (2014, p. 25) describes grounded 
theory—a common fieldwork strategy in both 
work studies and systems theory approaches—
as “the common sense of fieldwork.” Perhaps 
this should be seen as an aim of all empirical 
studies of sociotechnical work—that if done 
thoroughly, the results will simply be common 
sense to those performing the work. As one VTS 
operator who had been involved in past research 
said, “maybe for the people who did that research 
it was like ‘wow,’ but for me it was very clear. I 
think me and [another VTS operator], we could 
have come to the same results when thinking 
logically.” The fact that FRAM leaves open the 
choice of empirical data collection and prelimi-
nary analysis (Hollnagel, 2012; Hollnagel et al., 
2014) may thus be seen as a strength rather than 
a constraint, under the proviso that the resulting 
FRAM analysis is based on thorough empirical 
studies.

From Success Factors to Functions
As indicated in the FRAM Analysis section, 

describing empirical data in terms of FRAM 
functions is not straightforward. Unlike other 
systems approaches, FRAM defines functions 
as activities or means to an end (Hollnagel, 

2012, pp. 40–41) and promotes the use of PSFs 
(or a broad interpretation thereof) as functions 
in this context (pp. 57–58). To describe “work 
as done,” functions should therefore show what 
people (or technology or organization) do.

The participants emphasized the use of fac-
tors such as local knowledge, preparation, and 
foresight (i.e., tacit expert knowledge) in their 
work (as do Mikkers et al., 2012), as well as the 
central role of monitoring of screens, instru-
ments, vessel motion, and so on (see also Praeto-
rius et al., 2015). Initially, one may question 
whether these factors may be “functions”; they 
may potentially be criticized as unmeasurable 
and therefore unfalsifiable (see Dekker & Holl-
nagel, 2004). However, in keeping with our 
themes of describing “work as done” (Hollnagel, 
2012) and “making work visible” (Suchman, 
1995), a description of safety-critical work 
would be incomplete without factors seen by its 
practitioners as fundamental for safe operations. 
Also, as Hoffman and Lintern (2006) discuss, 
the ability to elicit and represent the knowledge 
of experts is of growing concern for systems 
design. A method or model that facilitates this 
may therefore be of practical use in informing 
design.

Borrowing from activity theory (Engeström 
& Middleton, 1996; Karlsson, 1999), activities 
in which an actor uses a tool to achieve a goal 
may operate on several levels of abstraction. 
Activities may be concrete actions (“what must 
be done”; Karlsson, 1999, p. 381)—for exam-
ple, the pilot/VTS operator may “check weather 
information” by accessing an online weather 
forecast. Activities may also comprise opera-
tions (“how it can be done”); operations may be 
conscious (similar to Heidegger’s present-to-
hand tools) or unconscious or internalized 
(ready-to-hand tools; Karlsson, 1999, p. 381; 
after Heidegger, 1927). For example, the pilot/
VTS operator may “monitor weather condi-
tions” and provide “foresight” by interpreting 
the effect of the weather on vessel motion. 
Though internalized, monitoring and using tacit 
knowledge are performed in the context of work 
tools and environment (see also Hutchins, 
1995a) and may, according to activity theory, be 
considered activities and, thus, functions within 
a FRAM analysis.



292	 September 2017 - Journal of Cognitive Engineering and Decision Making

Describing Sociotechnical Work with 
Functions

FRAM categorizes functions into human, 
technological, or organizational, and its under-
standing of the likelihood and potential effects 
of variability is dependent on this classification 
(Hollnagel, 2012; Hollnagel et al., 2014). How-
ever, in our case, it may be more helpful to con-
sider the functions themselves as sociotechni-
cal. For example, when performing the function 
“monitor weather conditions”—superficially, a 
human function—in foggy conditions, the pilot 
or VTS operator may be interacting with humans 
(vessel crew, lighthouse personnel) but also 
local geography, vessels, sensors, cameras, mea-
surements and forecasts (electronic, textual, or 
graphical), procedures, and indeed the fog itself. 
As Hutchins (1995a) discussed, such an activity 
is not simply a human cognitive process but is 
performed jointly with the tools of navigation in 
the work environment and thus has properties 
and, by implication, potential variability, which 
are not solely “human.” By describing work in 
terms of functions, one highlights its sociotech-
nical nature and emphasizes how humans and 
nonhumans work together to perform an activ-
ity (see also Latour, 2005). Note that our work 
“system” includes nonhuman actors, which are 
technological or organizational, but also natural 
phenomenon, as discussed by Le Coze (2013a, 
2013b) and Wilson (2014) (see also Callon, 
1986; Latour, 1986, 2005).

Likewise, variability in functions can seldom 
be attributed to only one actor. What is being 
done, how it is being done, and its effects are 
situation dependent (Suchman, 2007; also 
Cabrera Aguilera et al., 2016), as are which 
functions affect performance (i.e., are upstream) 
and are affected by it (downstream). How func-
tions and variability are described is a conse-
quence of the analysis, informed by the empiri-
cal data and expressed in the model instantia-
tion, rather than an inherent characteristic of the 
functions in the system model (see also Haavik, 
2011; Latour, 2005). For example, performance 
and relative importance of the function “monitor 
weather conditions” vary according to the situa-
tion, location, vessels, available sensors, and  
so on—each of which may vary considerably. 
Variability is distributed across actors but is 

transformed and integrated to shape action and 
provide navigational assistance, similar to 
Hutchins’s interpretation of distributed cogni-
tion in navigation (1995a). “Monitor weather 
conditions” becomes a foreground function in 
the presence of poor visibility, but which sources 
of information are relied on and the effects on 
vessel motion and communication, for example, 
are situation dependent. This also shows how 
outcomes (safe or otherwise) emerge from the 
performance of work, as discussed in the litera-
ture of work studies and sociotechnical systems.

Work as Done?
This leads to the question of whether the 

approach taken in this article has actually suc-
ceeded in describing the practice of naviga-
tional assistance and its contribution to maritime 
safety. Has it adequately described “work as 
done,” or has it fallen into the trap of “work as 
imagined”? I have discussed how inspiration 
from the work studies tradition has emphasized 
the importance of thorough groundwork and 
helped to account for tacit knowledge and invis-
ible practices, as well as the sociotechnical and 
situation-dependent nature of work.

The explicit contribution of FRAM is that 
Hollnagel’s two-stage method (Hollnagel, 2012; 
Hollnagel et al., 2014) may produce both a 
model and instantiations of the same activity. In 
this paper, it was used first to produce a generic 
system model (see An Empirically Grounded 
FRAM Model of Navigational Assistance sec-
tion, Figure 4), which describes the common 
features of navigational assistance, independent 
of location, situation, or whether it is provided 
from ship or shore. In common with much socio-
technical work, the factors affecting the perfor-
mance of navigational assistance are dynamic 
and variable; in the visibility example, we saw 
how the work system reconfigures to adapt to 
the circumstances. FRAM allowed us to investi-
gate this by also producing an instantiation (Per-
forming Navigational Assistance section, Figure 
11), enabling discussion of a particular sce-
nario—in this case, reduced visibility, which 
illustrates how the dynamic and variable nature 
of work manifests itself in practice. This con-
figurable generic/specific model shows how 
work is normally done—similar to Rasmussen’s 
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“space of possibilities” (1997)—and how it is 
actually done in a specific scenario or situation, 
both of which are essential elements in under-
standing “work as done.”

A generic model may conceivably be trans-
ferable to other instances of the phenomenon 
that it describes. From the generic model, one 
could produce further instantiations to discuss 
other scenarios or analyze specific situations 
(e.g., events, incidents, or training scenarios). 
Similarly, one could discuss the impact of pro-
posed changes to the work system (e.g., the 
introduction of cameras in the VTS area). The 
model/instantiations may thus be used to facili-
tate discussions between stakeholders, including 
users, designers, managers, and regulators, 
allowing them to configure or annotate the 
model. A similar approach has been successfully 
applied by Hoffman and Lintern (2006) using an 
“activity overlay” of a work domain analysis 
and by Hepsø (2014) with business process 
models.

Conclusions
This paper aimed to understand the practice 

of navigational assistance as performed by 
pilots and VTS operators and how it contributes 
to maritime safety. Furthermore, it attempted to 
describe this practice in a way that may be used 
in the development of future work systems. 
Using an approach in which empirical stud-
ies were analyzed with the FRAM (Hollnagel, 
2012; Hollnagel et al., 2014), navigational assis-
tance was found to be achieved by the interac-
tion between humans, technology, organization, 
and environment, distributed in space and time 
and constantly adapting and reconfiguring to 
improve the safety of navigation of seagoing 
vessels. Successful assistance was found to be 
dependent on (1) the use of local knowledge, 
preparation, and foresight to integrate informa-
tion from a wide range of sources and (2) com-
munication and trust between the pilot, VTS 
operator, and the master and crew of the vessel 
to provide timely assistance to vessels.

This approach has shown how FRAM may be 
a valuable tool for describing sociotechnical 
work but which may be enriched by borrowing 
from the work studies tradition, with its strong 
grounding in empirical studies and themes of 
“making work visible” (Suchman, 1995), 

human/nonhuman and social/technical symme-
try (Czarniawska, 2014, 2017; Latour, 2005), 
and work as activity (Karlsson, 1999). It has 
allowed us to describe a work practice on a 
generic level but also investigate how work is 
actually performed, how safety is achieved, and 
how this varies depending on the situation, using 
both narrative and visualization. Furthermore, 
this approach indicates that bringing ideas from 
different traditions together to understand a real 
work practice may bring us closer to describing 
“work as done” and its contribution to safe 
everyday operations.
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